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ABSTRACT 
 
Reliable and precise classification is essential for successful diagnosis and treatment of cancer. Thus, improvements 
in cancer classification are increasingly sought. Linear discriminant analysis (LDA) is the most effective method of 
cancer classification in high-dimensional prediction, but there are drawbacks to tumor classification by a formal 
method such as LDA. We propose a method for lung cancer gene microarray classification that combines a feature 
reduction approach, partial least squares (PLS), and discriminate method, LDA, for improving classification 
performance. The real dataset used related to lung cancer gene expression. After bioinformatics data pre-
processing, data reduction and feature selection were carried out using PLS and then LDA was used for 
classification. The results were validated using the accuracy index and gene ontology analysis. Of the total of more 
than 50,000 genes, 214 genes were shown to have relevance. The classification accuracy of this method was 94.5% 
and gene ontology analysis results were good. It can be said that the LDA classifier combined with PLS is powerful 
method. This method can identify gene relationships warranting further biological investigation.  
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INTRODUCTION 
 

Cancer is a term that covers a complex set of diseases [1]. Carcinogenesis is the transformation of a normal cell into 
a cancer cell and is a multifaceted process with many stages [2]. In molecular and cellular biology, cancers are rare 
diseases that caused by the same molecular defects that occur in cellular activity and cause similar changes in cell 
genes. It is a disease caused by abnormal gene expression [3]. Lung cancer is a leading causes of cancer death 
worldwide [4–7]. Its high incidence and poor prognosis make it the seventh most common cause of death; it will be 
responsible for 3% of mortalities by 2030 [8]. Lung cancer deaths have increased dramatically in recent years; 
therefore, healthcare policymakers who determine research and treatment priorities based on death rate as an 
indicator of burden of disease should pay special attention to this underreported data and develop strategies against 
this form of cancer [9]. Despite extensive clinical research, the five-year survival rate of non-small cell lung cancer 
(NSCLC), the major histologic subtype, has improved only slightly (from 14% to 18%) [10]. Recently, targeted 
treatment based on molecular distortion has significantly improved results in subsets of patients with NSCLC [11, 
12]. A diagnosis of cancer and how to treat it has a major effect on the day-to-day life of patients and disruption of 
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normal life is a serious consequence of treatment. It has economic consequences for the patient and the patient’s 
family and negatively affects their psychological status and quality of life [13]. Lung cancer is a disease in which the 
uncontrolled growth in certain cells in the lungs is formed a tumor. These abnormal cells cannot function as normal 
cells and is capable of both invading surrounding normal tissue and spreading throughout the body via the 
circulatory or lymphatic systems [14 , 15]. All cells of an organism have the same genes, but different conditions 
affect the way particular gene is expressed and how it could be expressed. It is crucial to evaluate the levels of 
genome in these situations [16]. DNA microarray technology has allowed the monitoring of thousands of gene 
expressions simultaneously under different conditions and processes. This technology has accelerated and increased 
the efficacy of gene expression studies [17].  
 
In cancer treatment or therapy, the classification of normal and abnormal patterns of cells is one of most important 
processes in the diagnosis of cancer. Modern cancer diagnoses are achieved using an expert classifier system [18]. 
Cancer classification based on microarray can be used to detect subtypes of cancers and produce therapies. Many 
studies have developed methods for cancer classification [19–21]. These methods include principal component 
analysis (PCA) [22,23], k-nearest neighbor (k-NN) [24], hierarchical clustering analysis (HCA) [25], support vector 
machine (SVM) [26], Bayesian [28], partial least squares (PLS), discriminant analysis (DA) [28], and ensemble 
methods [29]. Reliable and precise classification is essential for successful diagnosis and treatment of cancer; thus, 
improvements in cancer classification are increasingly sought [30,31]. The conceptually simple approach of linear 
discriminant analysis (LDA) and its variants [32,33], remain among the most effective procedures in the domain of 
high-dimensional prediction. Drawbacks exist that are associated with tumor classification by LDA.  One property 
of microarray data is that the number of genes, p, exceeds the number of tissue samples (patients) [34]. Except for a 
few classification methods using all genes [30], classification is generally performed using a selection of significant 
genes for constructing accurate prediction models. A small number of genes is usually strongly significant for a 
disease and most are not used for cancer classification. These extra genes can produce noise that decreases 
classification accuracy [35]. As a dimension reduction technique, PLS has been used in gene expression data 
analysis even where the number of genes exceeds the number of samples [12]. We propose a method for lung cancer 
gene microarray classification that combines a feature reduction approach, PLS, and discriminate method, LDA, for 
improving classification performance.  
 

MATERIALS AND METHODS 
 

Data Resources 
The real dataset that was used in this research was obtained from a lung cancer gene expression study in 2010 that 
included GEO datasets [36]. The genetic mechanisms of carcinogenesis in non-smokers is unclear, but semaphorin 
have been suggested to play a role in lung tumor suppression. This report is a comprehensive analysis of the 
molecular signature of nonsmoking female lung cancer patients in Taiwan with a focus on the semaphorin gene 
family. Sixty pairs of tumor and adjacent normal lung tissue specimens were analyzed using Affymetrix U133+2.0 
expression arrays. 
 
Dimension reduction 
Feature selection can be employed to improve classification accuracy or aid model explanation by establishing a 
subset of discriminating features within a class. Factors such as experimental noise, choice of technique and 
threshold selection can adversely affect the set of features selected. The high dimensionality and multicollinearity 
inherent in gene expression data can exacerbate discrepancies between the set of features retrieved [37]. Selecting an 
optimal number of features to use for classification is a complicated task. Given these issues, after preprocessing of 
bioinformatics data, the PLS method was used for data reduction and features selection and the genes identified 
were tested using FDR. In the PLS algorithm, class labels can be used for the dependent y vector. In the two-class 
case, the values of the dependent variable are usually assigned a value of 1 for one class and 0 or -1 for the other 
class. Feature selection methods less prone to the effect of bias of multicollinear data include those based on variable 
influence on projection (VIP) values derived from PLS-DA. The VIP value is the weighted sum of squares of the 
PLS weights (w) which takes into account the variance of each PLS dimension. The VIP score of a predictor is a 
summary of the importance of the projections to finding latent variables. [38]. Analysis of this section was carried 
out using the ropls R package. 
 
It is evident that good classification and prediction requires good predictors. Even after feature selection, the number 
of genes retained is often large. LDA was used for the purpose of final feature selection and classification. A 
permutation test evaluated whether the specific classification of the individuals between groups is significantly 
better than random classification in any two arbitrary groups [39]. MASS and SMA R package were used for 
analysis in this section. 
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RESULTS 
 

The data comprised 120 pairs of cancer and adjacent normal lung tissue specimens from nonsmoking female lung 
cancer patients admitted to National Taiwan University Hospital and Taichung Veterans General Hospital. As 
shown by Lu [36], the mean ± SD of the age of patients used for the microarray experiments was 61 ± 10 years. 
Most tumors were adenocarcinoma (93%) and 78% were in stage I or II. Discriminant analysis was used for 
classification and feature selection of lung cancer gene expression data. The important gene relationships warranting 
further biological investigation were identified using the PLS. Figure 1 shows that this method is properly fitted to 
the data and showed an R2 of about 80%. R2Y and Q2Y of the model were compared with the corresponding values 
obtained after random permutation of the y response in the top left figure. The top right graph is an inertia bar plot 
that suggests that the orthogonal components captured most of the inertia. The bottom left graph showed no 
important outlier in this graph. The bottom right plot of the x-score shows the number of components and the 
cumulative R2X, R2Y and Q2Y. These indices show that PLS was the proper approach to implement in this dataset. 
 

 
 

Figure 1. Score plot of OPLS-DA model of status of disease  
 
Of the more than 50,000 genes, 238 show important changes in mRNA levels and have a significant VIP index. The 
rest of the genes were dropped from further analysis. Figure 2 shows the results.  
 

 
 

Figure 2. Level of VIP significance from one-predictive OPLS models 
 
FDR is an important aspect of feature selection, especially in microarray data. The t-statistic filter can readily 
compute an expected FDR based on the p-value. Of the 214 genes selected for their contribution to classification, 
PCA analysis of the identified gene expression data showed that the first three components contained 92.7% of the 
variance. This indicates that the data can be summarized in just three gene expression features that explain most of 
the total variability observed. The linear discriminant function was obtained for proper classification of genes within 
groups (Figure 3). The accuracy of this method was 94.5% and can be said that the LDA classifier was powerful. 
Each class of genes is a group that are strongly co-expressed. These genes are expected to have the same function.  
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Figure 3: Linear discriminant function for classification of genes within groups 
 
Biological process ontology is a function that measures these similarities and covers three domains: cellular 
component, molecular function and biological process. GO enrichment validation is a hypergeometric test for GO 
enrichment. This statistical test is significant if the genes in the biclusters are annotated with GO terms and are not 
specified by chance [40]. Table 1 shows the significant GO terms for the set of genes discovered by discriminant 
classification along with their p-values. The web tool David was used to evaluate the enrichment analysis of the 
discovered clusters [41, 42]. 
  

Table1: Gene Ontology and Enrichment Analysis for Discovered Genes 
 

class Ontology 
Number of 
GO term 

Percent of significant pvalue 

tumor 
Biological process 1309 72.0 
Molecular function 164 75.0 
Cellular component 420 95.0 

normal 
Biological process 1654 64.0 
Molecular function 683 33.0 
Cellular component 2850 97.3 

 
DISCUSSION 

 
The increasing clinical use of genomic profiling demands identification of more effective methods to segregate 
patients into prognostic and treatment groups [43]. The problem of reliable classification is important in many 
scientific areas. Linear discriminant analysis is the most effective method of cancer classification in high-
dimensional prediction but has drawbacks for implementation with gene expression data. There are some common 
issues with this method in general. First critical issue with all of genes is not important for a lung cancer disease and 
so they are oblivious to errors in the data and affected on validity of results. The PLS method was implemented to 
avert this problem and to select important features. Second issue with at least some of the genes is correlated and 
Discriminant classification features should be independent; thus, PCA analysis was implemented for solve this 
problem. Discriminant analysis was performed to component that achieved by PCA. 
 
To reduce error and guarantee the selected genes, after implementation of PLS, the identified genes were tested with 
FDR. A total of 214 genes were selected for final classification. Discriminant analysis based on the Fisher criterion 
were proposed for classification. The results show that the proposed classification method is appropriate. Insight into 
the role of a gene in a biological process may be gained by studying the biological functions of the top predictor 
genes. For lung cancer data, the findings are often consistent with current knowledge of the biological roles of the 
top predictor genes. Unfortunately, the exact biological role of some of these genes is not known.  
 
This method can help identify gene relationships that warrant further biological investigation. Hofmann et al., [44] 
in study that was performed in 2006 were shown that, Out of 59,620 examined genes or ESTs, only 0.6% (n=344) 
were expressed significantly differentially  between lung and tumor, which could be an indication that only few 
genes change their expression during the processes of tumorigenesis and metastases. The classification according to 
biological process gives insights into molecular changes occurring in tumor development and progression. In the 
present work, the largest part of the highly expressed genes in the tumor tissues was involved in the processes of cell 
growth. Nancy et al. [45] used the SVM method for feature selection in lung cancer microarray data with 1000 
genes. The number of identifying features with different kernels was at least 246 genes and the results were similar 
to those of the present study. Wang and Gotoh [46] present a method for classification of cancer based on gene 
expression profiles using single genes. The principal advantage of the single-gene models is that the predication 
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procedures and results are understood with ease, because our models are based on rules.In the lung cancer dataset, 
when α=0.90, 56 genes are identified. One might doubt the utility of this model is so complexity of cancerous 
pathogenesis that it should be connected with many genes.  Shi et al. [47] performed feature selection on lung cancer 
microarray data and the number of identified features was at least 2961 genes. Their study used a simple linear 
model and ignored complicated relationships in the data, which was likely the reason that the number of genes 
identified were high and different those found by Nancy et al. and the present study. Li and Xiong [48] introduced 
classification method combining fisher's linear discriminant analysis and feature selection based on a stepwise 
optimization process for tumor classification. The results demonstrated that this method achieved high classification 
accuracy. Measuring the microarray gene expression data of the cancer and applying an efficient models and 
algorithms for analysis them may lead to improvements in diagnostics and therapy decisions. 
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