Use of Machine-Learning Approaches to Predict Clinical Deterioration in Critically Ill Patients: A Systematic Review
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ABSTRACT

Introduction: Early identification of patients with unexpected clinical deterioration is a matter of serious concern. Previous studies have shown that early intervention on a patient whose health is deteriorating improves the patient outcome, and machine-learning-based approaches to predict clinical deterioration may contribute to precision improvement. To date, however, no systematic review in this area is available. Methods: We completed a search on PubMed on January 22, 2017 as well as a review of the articles identified by study authors involved in this area of research following the preferred reporting items for systematic reviews and meta-analyses (PRISMA) guidelines for systematic reviews. Results: Twelve articles were selected for the current study from 273 articles initially obtained from the PubMed searches. Eleven of the 12 studies were retrospective studies, and no randomized controlled trials were performed. Although the artificial neural network techniques were the most frequently used and provided high precision and accuracy, we failed to identify articles that showed improvement in the patient outcome. Limitations were reported related to generalizability, complexity of models, and technical knowledge. Conclusions: This review shows that machine-learning approaches can improve prediction of clinical deterioration compared with traditional methods. However, these techniques will require further external validation before widespread clinical acceptance can be achieved.
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INTRODUCTION

Early identification, recognition, and acknowledgement of patients with unexpected clinical deterioration are a matter of serious concern. Early intervention on a patient whose health is deteriorating will likely improve the patient outcome, and delayed intervention has been associated with increased morbidity and mortality [1-4]. The modified early warning score (MEWS) can be used on all hospitalized patients to allow early detection of clinical deterioration and of potential needs for higher level of care [5]. However, the basic approach of data collection and management has remained largely unchanged over the past 40 years [6]. Moreover, a study on computerized physiological monitoring systems found that medical and nursing staff had difficulty identifying the onset of adverse trends as they develop but could identify when a trend had commenced when they retrospectively looked at them [7]. This result suggests that relying on the staff to identify gradual deterioration without some forms of assistance such as a track and trigger system may mean that patients whose health is deteriorating will be missed.
On the other hand, other newer monitoring technologies based on statistical machine-learning theory are available, which provide early recognition of patient health deterioration [8,9]. Machine learning is a scientific discipline that focuses on how computers learn from data [10]. The adoption of data-intensive machine-learning methods can be found throughout science, technology, and commerce, leading to more evidence-based decision making across many walks of life [11]. Machine-learning technology is currently well suited for analyzing medical data, and many works have been performed in medical diagnosis. The algorithms of machine learning will improve prognosis, displace much of the work of radiologists and anatomical pathologists, and improve diagnostic accuracy [12].

Artificial intelligence (AI) is a field that develops intelligent algorithms and machines. Most of the researchers today agree that no intelligence exists without learning [13]. Therefore, machine learning is one of the major branches of AI, and it is one of the most rapidly developing subfields in AI research. AI in medicine has also become a very important field in computer-aided medical research, which covers various fields (e.g., automated diagnosis and therapy recommendation, image recognition and interpretation, patient management, and telemedicine/telehealth, among others) [14]. Combination of big data and AI is believed to drastically change from conventional practice [15].

In general, more data are needed for these approaches to obtain meaningful results [16]. However, most of the data generated in the medical-care process have historically been underused due to the difficulty in accessing, organizing, and using the data entered on paper charts [17]. In contrast, several commercial and noncommercial intensive care unit (ICU) databases have been developed [17]. The high level of monitoring in an ICU provides a unique opportunity for machine learning to provide new insights. Machine-learning-based approaches to predict clinical deterioration may help more precisely determine anomalies in physiological parameters; therefore, dozens of algorithms have been proposed in this area [8,9].

Although some reviews have reported machine-learning methods in critical care, these reviews have not systematically described the performance outcomes [18,19]. Therefore, considering the rapid growth of AI or machine-learning applications in critical care, the current review specializes on machine-learning-based approaches to predict clinical deterioration in critical care. The objectives of this systematic review are to identify all studies that used machine-learning algorithms to predict clinical deterioration in critically ill patients and to compare the reported performance and utility of these clinical applications.

MATERIALS AND METHODS

We searched for studies regarding AI or machine-learning approaches being used to analyze ICU patient data in January 22, 2017 (date of search). A protocol for the review was written a priori and was followed in detail. We identified, categorized, and analyzed the factors into various themes, and the results were presented according to the preferred reporting items for systematic reviews and meta-analyses (PRISMA) reporting guidelines [20].

Data sources and search strategy

Two reviewers independently screened the titles and abstracts of articles obtained by the following search procedure. We created a new PubMed query to provide a better context of the area under study so that our clinical query should focus on AI or machine-learning approaches. The new query that appeared under the search details when using the PubMed search engine was [“machine learning” OR “AI” OR “artificial neural network (ANN)”] AND (“ICU” OR “intensive care” OR “critical care” OR “critically ill”) (anywhere in the full text of the paper). All citations were imported to an electronic database (Endnote X3, Thomson Reuters, New York, NY, USA).

Inclusion/exclusion criteria

The following criteria were used to screen the papers for inclusion in the systematic review:

1) The paper was published in a peer-reviewed journal
2) The literature was restricted to studies published in English
3) The study populations were adult ICU patients (>18 years)
4) At least one of the study objectives was to use AI or machine-learning approaches to predict clinical deterioration using some vital-sign data
5) The data presented (or could be used to calculate) summary statistics (e.g., sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), or receiver operating characteristic (ROC) curves, etc.).

We included studies published between 2000 and January 22, 2017 (date of search) targeted at critically ill adult patients and excluded studies when they focused on mortality prediction models or alarm classification. The review was restricted to studies from 2000 because the developments of computerized critical-care database, monitoring systems, and computer technology for machine learning started in this decade [12]. This restriction in the time period reduced heterogeneity due to technical development. Studies that did not satisfy all five inclusion criteria were excluded from the review. Furthermore, we excluded articles in which no full text was available through a license at our institutes.

**Data extraction**

The titles and abstracts of the identified citations were read to screen the articles based on the selection criteria described in the previous section. The remaining articles were read in full text to extract information from each article. We extracted data that described the year, country, design, study population, machine-learning techniques, variables, and predictive performance. The extracted information is listed in Tables 1 and 2. For each study, summary statistics were either extracted from the article. No meta-analysis was performed because of the heterogeneity among studies.

**RESULTS**

**Quantity of research available**

Figure 1 shows the results of the article screening and selection process. The electronic search yielded 273 citations in which 244 citations were excluded based on the title and abstract. From these citations, we reviewed 29 full-text articles and selected 12 articles for final inclusion in the study [21-32].

![Figure 1 PRISMA flow diagram](#)

This figure presents the trial flow diagram to identify the eligible articles for this study. A total of 273 articles were identified from the literature searches. Finally, based on the predefined criteria, 12 articles were included in the review. The selection criteria included empirical qualitative studies published from 2000 to 2017. The earliest eligible articles were published in 2008.

The most common reason for exclusion of articles after the full-text review was that the articles did not examine
prediction of clinical deterioration or focused on the prediction of other outcomes (e.g., mortality, length of stay, and false-alarm classification, among others).

**Study characteristics**

The publication years ranged from 2000 to 2017. The included studies came from a variety of settings and countries. As listed in Table 1, six studies were published in the USA [21,24,28,29,31,32], two in Australia [22,30], and one each in Puerto Rico [23], Korea [25], Singapore [26], and UK [27]. Although only one study was a prospective observational cohort study [26], the others were observational studies that reported the prediction of clinical deterioration in critically ill patients. Of the 12 studies, four studies focused on prediction of hypotensive events [23,27-29], and three studies focused on sepsis prediction [22,24,30]. Three studies reported baseline characteristics of study patients; however, the remaining studies did not describe patient demographics.

**Table 1 Study characteristics**

<table>
<thead>
<tr>
<th>Year</th>
<th>First Author</th>
<th>Region</th>
<th>Data acquisition</th>
<th>Patient characteristics reported</th>
<th>Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016</td>
<td>Chen</td>
<td>USA</td>
<td>Retrospective</td>
<td>Yes</td>
<td>1880 patients in surgical-trauma step-down unit</td>
</tr>
<tr>
<td>2016</td>
<td>Ghosh</td>
<td>Australia</td>
<td>Retrospective</td>
<td>No</td>
<td>1,310 ICU patients</td>
</tr>
<tr>
<td>2016</td>
<td>Ordoñez</td>
<td>Puerto Rico</td>
<td>Retrospective</td>
<td>No</td>
<td>58 ICU patients</td>
</tr>
<tr>
<td>2016</td>
<td>Desautels</td>
<td>USA</td>
<td>Retrospective</td>
<td>No</td>
<td>19,828 ICU patients</td>
</tr>
<tr>
<td>2016</td>
<td>Lee</td>
<td>Korea</td>
<td>Retrospective</td>
<td>No</td>
<td>15 cardiovascular ICU patients</td>
</tr>
<tr>
<td>2012</td>
<td>Ong</td>
<td>Singapore</td>
<td>Prospective (non-randomized observational cohort)</td>
<td>Yes</td>
<td>925 critically ill patients in an emergency department</td>
</tr>
<tr>
<td>2012</td>
<td>Donald</td>
<td>UK</td>
<td>Retrospective</td>
<td>Yes</td>
<td>119 ICU patients</td>
</tr>
<tr>
<td>2011</td>
<td>Lee</td>
<td>USA</td>
<td>Retrospective</td>
<td>No</td>
<td>1,357 records in ICU</td>
</tr>
<tr>
<td>2010</td>
<td>Lee</td>
<td>USA</td>
<td>Retrospective</td>
<td>No</td>
<td>1,311 records in ICU</td>
</tr>
<tr>
<td>2010</td>
<td>Tang</td>
<td>Australia</td>
<td>Retrospective</td>
<td>No</td>
<td>26 sepsis patients in an emergency department</td>
</tr>
<tr>
<td>2009</td>
<td>Crump</td>
<td>USA</td>
<td>Retrospective</td>
<td>No</td>
<td>36 ICU patients</td>
</tr>
<tr>
<td>2008</td>
<td>Eshelman</td>
<td>USA</td>
<td>Retrospective</td>
<td>No</td>
<td>12,695 ICU patients</td>
</tr>
</tbody>
</table>

**Variable choice**

All studies utilized several variables (Table 2). Nine studies used heart rate [21,22,24,26-29,31,32], and three studies used heart-rate variability for modeling applications [25,26]. Age and gender were used in the predictive models in Ong, et al. [26], Donald, et al. [27], and Crump, et al. [31]. Eshelman, et al. [32] proposed an algorithm consisting of a set of 15 rules.

**Machine-learning approaches and predictive performance**

Several machine-learning techniques have been used for predicting clinical deterioration in critically ill patients. As listed in Table 2, the most common methods used are ANNs [25,27-29], and two studies used support vector machine (SVM) [26,30]. The remaining studies used the random forest classification model [21], coupled hidden Markov models [22], k-nearest neighbors (k-NN) [23], continuous nonlinear function approximations [24], Bayesian network models [31], and repeated incremental pruning to produce error reduction (RIPPER) algorithm [32]. Discrimination, as measured by the area under ROC curve (AUROC), was reported in seven studies of the prediction models, and these values are listed in Table 2. One research, which used trained ANNs to predict ventricular tachycardia events 1 h before its onset, achieved 85.3% accuracy for the test set [25]. Ong, et al. reported that machine-learning scores that adopted the SVM were more accurate than the MEWS in predicting cardiac arrest within 72 h (0.781 versus 0.680; differences in AUROC were as follows: 0.101, 95%; CI: from 0.006 to 0.197; P=0.037) [26].

**Table 2 Prediction models**

<table>
<thead>
<tr>
<th>Author</th>
<th>Prediction outcome</th>
<th>Used variables</th>
<th>Machine-learning techniques</th>
<th>Predictive performance (best performance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen [21]</td>
<td>Cardiorespiratory insufficiency</td>
<td>HR, RR, SpO₂,</td>
<td>Random forest classification model</td>
<td>AUROC=0.94</td>
</tr>
<tr>
<td>Ghosh [22]</td>
<td>Onset of septic shock</td>
<td>MAP, HR, RR</td>
<td>Coupled hidden Markov models</td>
<td>Likelihood 0.71</td>
</tr>
</tbody>
</table>
Although all studies realized fine results, several limitations were present in the machine-learning techniques. All 12 studies were carried out in a single-center study, which may have limited generalization of the results to other hospitals and hospital systems. Because machine-learning techniques are highly dependent on the underlying data, lack of standardization may lead to significant discrepancies. Furthermore, three studies highlighted the problems of assessing the influence of different probability cutoff thresholds [22,27,28].

**DISCUSSION**

In this study, we systematically reviewed the literature to identify all studies that used machine-learning algorithms to predict clinical deterioration in critically ill patients and compared the reported performance. We identified 12 studies and showed that various models for predicting patient deterioration employed many algorithms to achieve good results. However, 11 of the 12 studies were retrospective studies, and we could not identify any randomized controlled trials. Although providing early predictors of potentially life-threatening conditions in critically ill patients could improve outcomes, whether these models can actually improve patient outcomes remains unknown. Only limited clinical evidence is available, and thus, more definitive clinical trials are needed to educate clinicians on the efficacy of predicting patient deterioration in ICUs.

Among these studies, ANN techniques were the most frequently used. ANNs are computational models inspired by the human brain [33]. In the current decade, the application of ANNs has dramatically progressed, and they are applied to medical data, which turns out to be highly effective in analyzing and modeling [34]. The reason behind this is the huge and rapid growth in the ability of networked and mobile computing systems to gather and transport vast amounts of data. Jordan, et al. reported that machine learning is likely to be one of the most transformative technologies in the 21st century [12]. According to the technological development, this trend will increasingly become active in the future.

On the other hand, the comparison among the different prediction models using machine-learning techniques is often difficult due to a number of factors: the employed datasets are not always the same, and the selected set of variables and algorithms do not always match. Standardization of data will probably be a future problem. Moreover, the difference in evaluation metrics may lead to important discrepancies, which means that these techniques will require further external validation before widespread clinical acceptance can be realized.

We identified potentially important studies to predict clinical deterioration in critically ill patients by systematically reviewing the literature and provided a comprehensive summary of machine-learning approaches. However, our study is not without limitations. Limiting data to studies from 2000 onwards may have excluded very early studies that examined the effect of predicting patient deterioration using machine-learning algorithms. In addition, we excluded...
articles in which no full text was available (n=2), which may have led to some underestimation of the number of models and external validations in the search period.

CONCLUSION

Our systematic review included 12 studies that used machine-learning algorithms to predict clinical deterioration of critically ill patients. This review shows that machine-learning approaches can improve prediction of clinical deterioration compared with traditional methods. However, no randomized controlled trials have evaluated the independent effects of these approaches, and thus, further studies are needed to demonstrate evidence that these models can improve patient outcomes.
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